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Steady dynamics of exothermic chemical wave fronts in van der Waals fluids
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We study the steady dynamics of an exothermic Fisher-Kolmogorov-Petrovsky-Piskunov chemical wave
front traveling in a one-dimensional van der Waals fluid. The propagating wave is initiated by a nonuniformity
in reactant concentration contrary to usual combustion ignition processes. The heat release and activation
energy of the reaction play the role of control parameters. We recently proved that the propagation of an
exothermic chemical wave front in a perfect gas displays a forbidden interval of stationary wave front speeds
[G. Dumazer, M. Leda, B. Nowakowski, and A. Lemarchand, Phys. Rev. E 78, 016309 (2008)]. We examine
how this result is modified for nonideal fluids and determine the effect of the van der Waals parameters and
fluid density on the bifurcation between diffusion flames and Chapman-Jouguet detonation waves as heat
release increases. Analytical predictions are confirmed by the numerical solution of the hydrodynamic equa-

tions including reaction kinetics.
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I. INTRODUCTION

Reacting flows have a considerable wide range of appli-
cations, including combustion processes, plasma physics,
phase transitions, chemical reactors, and biological signaling
systems [1-7]. In particular, the propagation of exothermic
chemical wave fronts in fluids is intensively studied [8—15].
Combustion waves such as premixed and diffusion flames or
detonation waves are solutions of the hydrodynamic equa-
tions including chemical kinetics. The main nonlinearities of
these equations are due to chemistry, since the reaction rates
have a nonlinear dependence on temperature and species
concentrations. The chemical mechanism often involves au-
tocatalysis, known as chain-branching kinetics in hydrocar-
bon oxidation [4,16,17]. The simplest nonlinear chemical
scheme is the quadratic reaction-diffusion model devised by
Fisher and Kolmogorov-Petrovsky-Piskunov (F-KPP) in
population dynamics [18,19]. The original F-KPP model has
been extended to thermochemical systems [16,20] by intro-
ducing a heat Q as follows:

A+ B —2A +heat Q. (1)

In the thermoneutral case (Q=0), the density p(x,7) is con-
stant and the macroscopic evolution of the system is gov-
erned by a single reaction-diffusion equation for the concen-
tration p,(x,) of species A. This equation admits a family of
wave front solutions, moving at constant speed U, and re-
placing the unstable p,=0 stationary state by the stable py,
=p stationary state. Steep enough initial profiles evolve to
the marginally stable front propagating with the speed U
=2\kpD, where k is the rate constant of the reaction (1) and
D is the diffusion coefficient of species A and B [7]. For
exothermic reactions (Q>0), chemistry is coupled to fluid
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dynamics, and the chemical concentration wave is accompa-
nied by waves in all the flow-field variables (density, stream
velocity, and temperature).

In this paper, we focus on the analysis of the steady dy-
namics of an exothermic chemical wave front propagating in
a one-dimensional medium. We consider molecular confor-
mational changes between species A and B [21] or autocata-
lytic isomerization [22-24], which are correctly modeled by
the F-KPP scheme. These reactions involve relatively low
values of the heat release and are fast, i.e., they are associ-
ated with small activation energy. As known in combustion,
there exists several modes for which the wave front speed is
controlled by totally different processes: mainly by reactive
and diffusive processes for a diffusion flame and only by the
heat release for a Chapman-Jouguet detonation wave
[4,3,25]. The initiation process plays a key role in the igni-
tion of a particular combustion mode. Ignition is generally
triggered by a spatial nonuniformity—in parameters or
variables—which creates the conditions for a spontaneous
release of chemical energy and the development of a self-
sustained exothermic wave. These spatial nonuniformities
can be in dynamical variables (a pressure jump in a shock or
a temperature jump in a “hot spot”) or, less often, in species
concentrations [26-28]. Here, we consider such an initial
concentration jump where chemistry, and not hydrodynam-
ics, initiates the combustion wave. We recently proved the
existence of a forbidden interval of stationary wave front
speeds for the F-KPP model in a perfect gas. We observed a
bifurcation from a diffusion flame to a Chapman-Jouguet
detonation wave when the activation energy is varied [14,29]
and when the heat release Q is increased [15]. In the present
paper, we extend this work to more realistic fluids such as a
van der Waals fluid. Some features exhibited by reactive
flows have already been studied in such real fluids [30-32].
Although not quantitatively exact, the van der Waals model
has successfully given qualitative predictions of many prop-
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pressure and co-volume correction terms, a and b, which
account for intermolecular attractive and repulsive forces,
respectively. Here, we do not deal with anomalous fluid be-
haviors and choose the a and b parameters accordingly
[30,35,36]. Our main goal is then to examine the effect of
these correction terms on the steady dynamics of a combus-
tion wave which is ignited by an initial discontinuity in a
reactant concentration. In particular, we wish to examine the
effect of fluid density on combustion wave dynamics. For
illustration, we consider the reaction of isomerization of
n-butene into isobutene on zeolithes for two different
isobutene densities [22-24]. Isobutene is of fundamental in-
terest for fuel combustion as an intermediate of the pyrolysis
and oxidation of octane enhancers such as MTBE (methyl
tert-butyl ether) and ETBE (ethyl tert-butyl ether). Combus-
tion waves of isobutene have been essentially studied from
the viewpoint of shock tube ignition experiments, in both
laminar and turbulent regimes [37-39].

The paper is organized as follows. After briefly recalling
the governing equations, we use the Rankine-Hugoniot jump
conditions to derive the limits of the forbidden interval of
stationary wave front speeds, first for a general equation of
state and, then, for a van der Waals fluid. The analytical
predictions are compared with the results of the numerical
solutions of the hydrodynamic equations in the case of gas-
eous isobutene, for low and high fluid densities, and for dif-
ferent values of the activation energy and heat release of the
reaction. Finally, we show how the bifurcation between dif-
ferent combustion modes is modified by the van der Waals
parameters.

II. FORBIDDEN INTERVAL OF STATIONARY WAVE
FRONT SPEEDS

We consider the one-dimensional evolution of a com-
pressible viscous fluid. Its dynamics is governed by the fol-
lowing dissipative balance equations for total concentration
p(x,7) (mass continuity equation), stream velocity u(x,?), in-
ternal energy density e(x,) and concentration p,(x,t) of spe-
cies A:

d
—p=—pdu, 2
5P =P (2)
d 1
—u=——23a(p-0), 3
2= p— o) 3)
d - 1 R
. Gﬁxu——ﬁJQ+—Q, (4)
di p p p
d
EPAz_PAO"xu—ﬁx]D‘FR’ (5)

where d/dt stands for the convective derivative d,+ud,, and
where p, 0, Jy, and Jp, are the pressure, viscous stress tensor,
heat flux, and diffusion flux, respectively. Q is the heat re-
leased by the exothermic process of the chemical mechanism
of interest. The reaction rate R is a nonlinear function of
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pa(x,1). For example, R=kp,(p—p4) for the F-KPP reaction
given in Eq. (1), where k is the rate constant of the reaction.

When supplemented by linear constitutive relations, this
nonlinear reactive hydrodynamic model is a system of partial
differential equations which admits stable traveling wave so-
lutions displaying a finite speed of propagation [6,30]. If the
four variables p, p,, u, and e have such a stationary wave
front solution moving at speed U, then Egs. (2)—(5) become:

0=4d.(pv), (6)
0= d.(mpv*+p - o), (7)
0= &Z[mpv3/2 +(p-ov+epv+Jy—0(pw+Jp)l, (8)

R= (9Z(pAv + JD) ’ (9)

with the comoving coordinates z=x— Ut and v=u—U. Ahead
and behind the front, the fluxes o, Jy, and Jp, vanish since
the flow-field variables p, p,, u, and e (or p) are constant: p,
Pa,» U1s €1, and p, far ahead of the front and p,, Pa,» U2, €2, P2
far behind it. The concentrations Pa, and Pa, are two steady
states of the chemical reaction of interest (i.e., such that R
=0): Pa, is stable but pa, may be either stable (as for the
Schlogl model [15,40] and Zeldovich-Frank-Kamenetskii
Eq. [41].), or unstable [as for the F-KPP model (1) consid-
ered in this paper]. The Rankine-Hugoniot jump conditions
[3,4,25] are deduced from Egs. (6)—(8):

p2U2 =Py, (10)
p2+mpzv§=pl+mp1v%, (11)
2 2
v Pa v Pa
ez+&+m—2—Q—2=e, +&+m—l—Q—l. (12)
P2 2 P2 p1 2 P1

Let us stress again that they do not depend on the hydrody-
namic fluxes and transport coefficients.

Substituting p, from Eq. (10) and p, from Eq. (11) in Eq.
(12), one obtains a relation between Pays V2, and e, and py,
Pa,» Uts €15 and p;. When supplemented by the equation of
state of the fluid p(p,T) and its caloric equation of state
e(p,T), where T is the temperature, this relation reads:

f(UZ’vlspl’Tl’pA]’pAsz)=Os (13)

where the function f is often a polynomial in the variable v,
or, equivalently, in v,/v;=X. The condition that Eq. (13)
must have real roots gives constraints on vy, py, 77, Pap Pa,»
and Q which imply forbidden intervals of v{=u;-U, i.e., of
U when u,=0 (unperturbed steady state ahead of the front, as
in the F-KPP model). Only nonstationary wave fronts can
exist if U belongs to this “forbidden” domain Dy, the limits
of which are denoted by Ui(py,T},pa,,pa,, Q). For instance,
the perfect gas case with py =0 and p,,=p, (as in the F-KPP
model) leads to a wunique forbidden interval Dy
=(Upg-,Upg,) delimited by the two branches obtained as
the heat release Q varies [14,15]:
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\/ 15k,T; + 160 + 4\20(15k,T, + 80)
PG= = ,
9m
(14)

where kp is the Boltzmann constant. Our aim is to investigate
to what extent the expression of the two branches are modi-
fied by the introduction of a different equation of state.

We consider the following generic equation of state
(EOS):

p(p.T) = kzTpg(n) — ap®, (15)

which is particularly well suited to model the short-range
repulsion and long-range attraction of a hard-sphere fluid
[34]. Here n=mpd>/6 is the usual packing fraction (reduced
density) which accounts for the excluded volume per sphere
of diameter d, and the term —ap” is related to an attractive
long-range interparticle potential which is added as a correc-
tion to the hard-sphere interaction. Different expressions of
g(7m) have been devised so far. For example, for the perfect
gas model, one has g(7)=1 and a=0, and one recovers the
van der Waals EOS for g(7)=1/(1-47%) where the term
47/ p=>b stands for the van der Waals co-volume parameter.
A more accurate model is given by the semiempirical
Carnahan-Starling EOS [34,42,43] for which g(7)=(1+7%
+ 77+ 17°)/(1-7)>. The latter has been shown to be in excel-
lent agreement with molecular dynamics simulations over
the entire fluid range [34]. For low values of 7, however, the
van der Waals and Carnahan-Starling EOS give close results.
Whatever the exact expression of g(7), the caloric EOS for
the internal energy density e is given by:

3
e(p,T) = _kBT ap, (16)

provided g(#) and a do not depend on 7. With Egs. (15) and
(16), Eq. (13) for the F-KPP model (p4,=0 and p,,=p,) be-

comes:

, A
X(1+G)-GXx +} —(2+G+2H-2X(1+G)

g(B/4X)
+GX? - 2A+2 + 1+A)=0, 17
T (17)
where X=v,/v; and:
a a 1
_ P1 _ P1 ’ (18)
pilpr  kgT) g(B/4) —ap,/kpT,
B= bpl 4771’ (19)

mv% mv% I+A
G= = , (20)
pilpr kT, g(B/4)

0 0 1+A
pi/p1 kgTyg(B/4)
If g(7) is a polynomial fraction, Eq. (17) leads to a polyno-

mial equation in X. The higher its degree, the higher the
number of constraints on A, B, G, and H for the roots of Eq.

(21)
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(17) to be real. Eventually, the (Q,U) plane is split into
several domains, each one corresponding to a different num-
ber of real roots of Eq. (17). The domain which is forbidden
to stationary wave fronts, Dy, is the one with no real roots.

Two different functions g(7) for two different EOS may
lead to different forbidden domains. As a result, a chemical
wave front can be stationary for a particular EOS but not for
another one. This effect can be easily understood by consid-
ering the forbidden domain 2{1 in the limit of vanishing heat
release. For Q— 0, indeed, Dy, often reduces to a single ve-
locity: the isentropic speed of sound Us. This speed is
strongly model dependent and is given by the formula [25]:

2_ (9P _(%P T (op
US_(ap>S_(ap) Cvp< ) @2)

where Cy=(de/dT)y is the molar heat capacity at constant
volume of the fluid of interest. For the equations of state
given in Egs. (15) and (16), one obtains the same expression
Cy= %kB as for the perfect gas. The sound speed then be-
comes:

2
Us=-2ap, +kyT, [g(m) + 18" () + g(g(m))z] ,

(23)
from which one recovers the expressions:
’ 5
USPG = ngT] (24)
5 apy )
Us =kgT ( -2 25
Soaw =N 3(1=bpy)* T, >

2 _ g 310 =37+ 8 = 91+ 2207 =
USCS BS1 — )0
3(1-)
Bt 1

for the perfect gas, van der Waals and Carnahan-Starling
EOS, respectively. Figure 1 gives isotherms in the (%,i)
plane where p.=1/(3D) is the critical density of a van der
Waals fluid. For the chosen values of a and b, USUdW is
smaller than Ug_for a subcritical gas and is larger than U Spe
for a liquid and a supercritical fluid at sufficiently large tem-
perature and density. It is clear from Eq. (25) that U, S, N
be higher or lower than Uy,  according to the values of a and
b [32,35]. In particular, the effect of parameter a is to lower
the speed of sound in the fluid. Similarly, one can easily
show that both Us and Uy increase with bp,(=47,). As a
result, the forbldden dornams associated with these different
EOS do not have the same behavior as Q — 0. For high val-
ues of O, however, the Q dependence prevails over the a and
b influence, mitigating the differences due to different EOS.

In the following, we illustrate these effects with the van der
Waals EOS.
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FIG. 1. Scaled van der Waals sound speed Us, ! Uspe iso-
therms (dotted lines), where U. Spe is the perfect gas sound speed
versus scaled density p/p... The solid line corresponds to the critical
temperature 7. The dashed line is the saturation curve at which the
gas and liquid phases coexist. The square and the triangle give the
sound speed values in gaseous critical isobutene (p/p,=0.163 and
T=T,) and in dense, supercritical isobutene (p/p,=1.23 and T
=2T,), respectively.

III. APPLICATION TO VAN DER WAALS FLUIDS

The van der Waals EOS is the most natural extension of
the perfect gas EOS. It reads:

p(P’ T) = M - apz’ (27)
1-bp

where the pressure and volume correction terms a and b
account, respectively, for the smooth, long-range, intermo-
lecular attractive forces and the harsh, short-range, intermo-
lecular repulsive forces or, equivalently, the finite molecular
size. Most of intermolecular pair potentials, including the
Lennard-Jones and hard-sphere potentials, can be split into
such repulsive and attractive parts. This explains why, de-
spite its shortcomings, the van der Waals model provides a
clear physical picture of fluids and gives simple, but non
trivial, semiquantitative explanations of deviations from the
perfect gas model [33,34].

For the van der Waals EOS, Eq. (17) leads to a fourth-
order polynomial equation in X=v,/v;:

4GX*- (5+5G+3BG)X?
+[5+2H+G(1+3B)+A(1 -3B)]X>-AX + 3AB=0.
(28)

From Sturm’s theorem, it is then straightforward to show that
there may be 0, 2, or 4 distinct, (positive) real roots. There-
fore, there may be two distinct constraints on A,B,G,H pa-
rameters, splitting the (Q,U) plane into three distinct do-
mains with either O (forbidden domain), 2, or 4 real
solutions. For realistic values of A and B (for gases and
supercritical fluids) however, only one constraint and two
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domains are present, as for the perfect gas. The constraint is
then obtained when these two roots switch from real to com-
plex, that is, when they coincide. An explicit expression of
this constraint G(A,B,H) can be obtained through the ana-
lytical expression of the roots of Eq. (28) [44]. However, we
rather focus on the expansion of G(A,B,H) to the first order
in A:apf/ p1, since it gives a good approximation of the
constraint even for large values of A and enables us to clearly
see the deviations from the perfect gas model.

Equating the two real roots of Eq. (28) yields the follow-
ing implicit condition on G to the first order in A:

hi(G) +Ahy(G) + O(A%) =0, (29)
with:
h(G) =[16G(5 + G +3BG + 2H) — (5+5G + 3BG)*|/G?,
(30)

5+5G+27BG )
5+G+3BG+2H

2
) ]/GZ. (31)

By expanding G in small A, we eventually find the expres-
sion of the two branches delimiting the forbidden domain
Dy:

hy(G) = [16G(1 ~3B) - SG(

5+5G+3BG
5+G+3BG+2H

+ 24BG(

LY S S
kT, =7 (1-B)(1+A)

{ 0+_Ah2(Go:)

0(AY |,
1(Goe) T )}

(32)

where G- are the two roots of the equation 4,(G)=0:

15(1 = B) + 16H = 4y30(1 — B)H + 16H>
9(1 - B)?

Gox = . (33)
From the prefactor 1/(1-B)(1+A) in Eq. (32), one can infer
the global changes due to A and B compared to the perfect
gas model: B mainly shifts the domain D;; upward without
altering its shape, whereas A shifts D;; downward. The ze-
roth order terms G- do not alter these overall effects. The
first-order term in brackets in Eq. (32), —Ahy(Go.)/h{(Gy-),
mainly changes the distance between the two branches of
Dy, moving them apart or bringing them closer according to
the values of H and B. For small heat release (H<<1), the
two branches move away if B>1-120/27=0.139 and get
closer if not, this change being hard to detect since the two
branches merge into a single speed—the speed of sound
Us, ., (EQ. (25))—in the limit H— 0. For high values of H,
on the contrary, the change in the distance between the two
branches can be clearly discriminated. The condition for they
move away is now B>2(y41/36—1)=0.134.

IV. NUMERICAL RESULTS AND DISCUSSION

A. Resolution of the balance equations for two van der Waals
fluids

We solve the hydrodynamic equations for isobutene
whose selective preparation on appropriate pore size zeolites
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is known to be achieved through a bimolecular mechanism
of F-KPP type [22-24]. Isobutene is used in the production
of rubber for the tire industry and in manufacturing processes
for plastics, antioxidants, and fine chemicals. Additionally,
isobutene is the source material of polyisobutene, which is a
precursor material for adhesives and sealants as well as lu-
bricant and fuel additives, in particular the antiknock agents
MTBE and ETBE.

The results of Sec. III are applied to isobutene of mass

m=9.3Xx107% kg. Using the expressmn of the van der

27(kyT,
Waals constants, a= i)fp e and b:— as functions of the

critical temperature 7,.=418.3 K and the critical pressure
p.=40.01X10° Pa of isobutene, we obtain: a
=1.274 Pam® mol™ and h=1.086 X lO‘4 m? mol~'. These
values impose the critical density p.=1/(3b) and the mo-
lecular diameter d= (3h)1/ 3 [45].

The balance equatlons [Egs. (2)—(5)] are written for the
following expressions of the viscous stress tensor, o

2L and bulk

=(4n/ 3+§)(9 u with shear viscosity 77:i

164>
viscosity (=22 kst heat flux Jo=Nd,T with thermal con-
ductivity )\—@ ——. diffusion flux J,=Dpd,(ps/p) with

diffusion coefficient D:—\/kLT reaction rate R= kpA(p

8d%p ¥ mm’

—-p,) with rate constant obeying k=4d>
where E, is the activation energy. The system is 1mt1a11y
homogeneous except from the chemical point of view: we
start from a step function for the concentration of species A
with py=pg for x=0 and p,=0 for x>0. As mentioned in
the introduction, there is no initial hydrodynamic discontinu-
ity contrary to usual combustion processes. In order to illus-
trate the different typical behaviors predicted by the analyti-
cal study, the stationary propagation speed of the reactive
interface is computed numerically for different heat releases
Q in the range 107*=Q/(kzTy) <1 and different activation
energies E, in the range 1 <E,_/(kzT,) = 1.87.

We use the Euler method to solve Egs. (2)—(5). Space and
time are discretized. The spatial cell length Ax is chosen such
that the width of the reactive interface, w=8vD/(kp), is
equal to 65 cells for Q=0, i.e., for constant p and 7 since the
hydrodynamic variables are no more coupled to the chemical
reaction in this case. A too steep reactive interface could lead
to numerical instabilities and a too large one would result in
a useless increase in the integration time: a width of 65 cells
offers a good compromise. Due to the propagation of the
reactive interface, we must increase the length L of the me-
dium during the computation. At each time step, we check
the values of the hydrodynamic variables p, u, and T in cells
50 and L/Ax—50. As soon as the value of one of these vari-
ables differs (at the computing precision) from its initial
value, we extend the system by one cell at the corresponding
boundary. Hence, we keep an unperturbed boundary layer of
50 cells at each extremity of the one-dimensional medium
during the whole simulation. The time step At is chosen such
that the speed of the reactive interface, U =2\5'ka, remains
of the order of 0.01 cells per time step for 0=0 whatever the
value of the activation energy. More precisely, we impose
UAt/Ax=0.01\6 exp(—E,/kzT,), which ensures that the re-
active interface advances less than one cell per time step for
all the considered values of the activation energy.

PHYSICAL REVIEW E 80, 066309 (2009)

(b) log,,(@/k5T))

FIG. 2. Scaled speed U/ \e“’kBTO/ m of the reactive interface ver-
sus scaled heat release Q/(kgT,) in logarithmic scale for (a) critical
isobutene initially at (py=0.163p., Ty=T.) for E,/kzTy=1.34
(crosses) and E,/kgTy=1.6 (squares), and (b) dense, supercritical
isobutene initially at (py=1.23p,, Tg=2T,) for E,/kgTy=1 (tri-
angles). Dashed lines give upper (+) and lower (-) branches, Upg,
and Upg._, respectively, of the forbidden domain for a perfect gas.
Solid lines give upper (+) and lower (-) branches, Uy, and
U,qw-. respectively, of the forbidden domain for a van der Waals
fluid.

We consider two typical van der Waals fluids. The case of
a critical gas is illustrated with gaseous isobutene at density
po=0.163p,, initially at rest (u,=0), and at temperature T
=T,. The reactive interface width and speed conditions im-
pose (Ax=0.72 nm, Ar=289 fs) and (Ax=0.82 nm, At
=32.9 fs) for the activation energy values E,=1.34kzT, and
E,=1.6kgT,, respectively. We give in Fig. 2(a) the two series
of results for these two activation energies. The case of a
dense fluid is illustrated by supercritical isobutene at density
po=1.23p,, initially at rest (#,=0), and at temperature T,
=2T.,. For E,=kgT,, we find (Ax=0.08 nm, Ar=3.21 fs).
The stationary speeds of the reactive interface deduced from
the numerical integration of the balance equations for the
dense, supercritical fluid are given in Fig. 2(b).

Similarly to what was reported in references [14,15] for a
perfect gas, three typical situations are observed for a van der
Waals fluid: depending on the activation energy and the heat
release, the reactive interface may be a supersonic diffusion
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FIG. 3. Numerical solution of the reactive hydrodynamic equa-
tions [Egs. (2)—(5)] for critical isobutene initially at (pg
=0.163p,, Ty=T,) for an activation energy E,=kpT, and a heat
release Q=1073kT, after 2 X 10° integration time steps. (a) Left
axis: scaled concentration profile ps/p of species A (solid line).
Right axis: scaled temperature shift (7—7,)/T, (dashed line) and
scaled stream velocity u/\kgTy/m (dotted line). (b) Scaled stream
velocity 10°u/VkgTo/m vs reciprocal of density 1/p.

flame, a subsonic diffusion flame, or a Chapman-Jouguet
detonation wave.

B. Supersonic diffusion flame

For sufficiently small values of activation energy E, and
heat release Q, the speed of the reactive interface is higher
than the sound speed. This first case is illustrated in Fig. 3(a)
where the reactive interface (the step for p,/p) is the first one
from the right. Such a supersonic chemical front is known as
a fast diffusion flame in the domain of combustion and cor-
responds to the weak detonation part of the Hugoniot-
Crussard curve [3,4,25,46] although it does not have a deto-
nation structure. It is to be noted that such supersonic
diffusion flames are obtained in the case of the F-KPP model
for extremely fast chemical reactions, that are associated
with activation energies of the order of kzT,. This situation
cannot be observed in the case of the Schlogl model, for
which the speed of the diffusion flame remains smaller than
the sound speed, even in the limit of a vanishing activation
energy [15]. In Fig. 3(a), the step in the temperature profile,
close to x=0, is reminiscent of the initial condition: At time
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t=0, species A and B come into contact, the autocatalytic
reaction A+B —2A is initiated and heat begins to be re-
leased in the two opposite directions. This step is known as a
contact or degenerate tangential discontinuity and is associ-
ated with a step for density and temperature only, the pres-
sure and stream velocity remaining constant across the dis-
continuity [25]. The exothermicity of the reaction at the
interface between particles A and B generates two heat fronts
or shock waves that propagates to the left and to the right.
The second and fourth steps from the right in the temperature
and stream velocity profiles are the shock waves which
propagate in front of and behind the reactive interface. Fol-
lowing the first Rankine-Hugoniot jump condition given in
Eq. (9), we have u=—pyU/p+U for stationary fronts travel-
ing at speed U. According to Fig. 3(b), the four straight lines
in the (u,1/p) diagram are associated with the four station-
ary interfaces of speed given by the y intercept. In the case of
a supersonic chemical front, the reactive interface propagates
toward a nearly unperturbed medium at a temperature very
close to 7. Since the propagation speed of the F-KPP front
is determined by the leading edge [6,7,47], the chemical
front propagates at a speed very close to the thermoneutral
speed  U(Q=0)=2\k(Ty)poD(po,Ty). Consequently, the
speed of the reactive interface is nearly independent of Q in
the case of a supersonic chemical front.

C. Subsonic diffusion flame

For sufficiently high activation energies and still suffi-
ciently small heat releases, a second case is observed, for
which the speed of the reactive interface is smaller than the
sound speed. Then, the shock wave is propagating in front of
the reactive interface, as shown in Fig. 4. In such a case of a
subsonic chemical front (weak deflagration), the speed of the
F-KPP reactive interface slightly increases with Q, since the
medium in front of the reactive interface is perturbed and
heated by the shock wave.

D. Chapman-Jouguet detonation wave

Finally, for sufficiently high values of the heat release Q,
and whatever the activation energy E,, the speed of the re-
active interface is given by the upper branch U, ., (Q) of the
forbidden domain, as observed in Fig. 2. In this third case,
only three stationary interfaces are observed, as shown in
Fig. 5(a). In addition, a continuously stretching interface
known as a self-similar rarefaction wave is observed behind
the reactive interface [25]. The nonstationary character of the
stretching interface is revealed by the curved upper line in
the (u,1/p) diagram in Fig. 5(b). The selection of the mar-
ginally stable speed on the branch U, ., is an illustration of
the Chapman-Jouguet criterion [3,4,25,46], introduced for
describing supersonic, detonative combustion modes that are
ignited by a pressure or temperature jump and self-sustained
by the heat release. The Chapman-Jouguet regime corre-
sponds to the slowest possible detonation wave.

E. Bifurcation between a diffusion flame and a Chapman-
Jouguet detonation wave

In our case, as heat release is increased, a bifurcation is
observed for a critical value Q.. For 0 <Q,, the speed of the
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FIG. 4. Same caption as Fig. 3 for E,/kpTy=1.87.

exothermic chemical wave front is controlled by the activa-
tion energy through the reaction rate and, to a lesser extent,
by the heat release. For Q> Q,, the chemical wave front
becomes a Chapman-Jouguet detonation wave, whose speed
is imposed by the heat release only. The critical value Q. of
the heat release associated with the bifurcation depends on
the activation energy as shown in Fig. 2. In the case of a
Chapman-Jouguet front replacing a supersonic, nondetona-
tive chemical front, an analytical expression of the critical
heat release can be computed. The bifurcation occurs for the
value Q. such that the upper branch Uy, reaches the un-
perturbed thermoneutral front speed, i.e., U, y.(Q.)=U(Q
=0). In the case of a subsonic chemical front, the prediction
of the critical heat release value is less obvious. The branch
U, w-(Q) given in Fig. 2 is an approximate result obtained
by replacing the hydrodynamic variable values by the corre-
sponding unperturbed values. The bifurcation is expected to
occur when the F-KPP front speed U(Q) reaches the lower
branch U,,;y_(Q). However, both U(Q) and U,,y_(Q) de-
pend on the ahead hydrodynamic variables which are per-
turbed by the shock wave.

The comparison with combustion is fruitful. As already
mentioned, the initial conditions are different from usual ig-
nition processes. From a mechanical point of view, we start
from a homogeneous medium and the wave is only initiated
by chemical species heterogeneity. On the contrary, combus-
tion is generally ignited by a pressure or a temperature gra-
dient. The so-called deflagration to detonation transition
(DDT) [48-50] during which a (subsonic) deflagration wave
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becomes a (supersonic) detonation wave occurs in the course
of time and should not be confused with the bifurcation ob-
served here as heat release, viewed as a control parameter, is
increased.

F. Differences between the perfect gas and van der Waals
fluids

The perfect gas approximation for a van der Waals fluid
can lead to qualitatively wrong predictions of the wave front
dynamics. The forbidden domain limited by U, -+ spreads
out around the straight line defined by the sound speed value
Us,,, at the unperturbed temperature and density. According
to Eq. (25) and Fig. 1, the van der Waals sound speed
strongly differs from the perfect gas sound speed U Spo

For the van der Waals gas of density p,=0.163p,, at tem-
perature T,=T,, the sound speed is smaller than Us . As
observed in Fig. 2(a), this leads to the existence of a bounded
domain in the (Q,U) diagram, under the lower branch Up_
and above the upper branch U,,y,, where the perfect gas
approximation predicts subsonic diffusion flames, whereas a
van der Waals gas leads to supersonic diffusion flames.
Qualitatively, the application of the theory to the perfect gas
leads to profiles of the type of Fig. 4 instead of those of Fig.
3. Moreover, the perfect gas approach precludes the observa-
tion of stationary chemical fronts in the forbidden domain
limited by Upg-, but steady supersonic diffusion flames are
predicted for a van der Waals gas in the part of this domain
which is above the upper branch U, ;..
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For the dense, supercritical van der Waals fluid of density
po=1.23p,, at temperature T,=2T,, the sound speed is larger
than Us, . Figure 2(b) shows the existence of a bounded
domain limited by the lower branch U,,y_ and the upper
branch Upg,. Now, the perfect gas approximation predicts
supersonic diffusion flames whereas subsonic diffusion
flames are expected in a dense, supercritical van der Waals
fluid. Typically, profiles of the type of Fig. 3 should be ob-
tained for a perfect gas when profiles of the type of Fig. 4 are
observed for a dense, van der Waals supercritical fluid. In
addition, supersonic diffusion flames are predicted for a per-
fect gas in the part of the forbidden domain associated with a
dense, supercritical fluid, which is between U, ;y+ and above
the upper branch Upg,. Consequently, for activation energy
and heat release values associated with this (Q,U) domain,
the van der Waals approach predicts the observation of a
Chapman-Jouguet detonation whereas it is a weak deflagra-
tion (subsonic diffusion flame) which is expected for a per-
fect gas. In this domain, the profiles look like those of Fig. 5
for a dense, supercritical van der Waals fluid whereas they
would be of the type of Fig. 3 for a perfect gas. In addition,
the propagation speed U, . of the Chapman-Jouguet deto-
nation wave in a dense, supercritical van der Waals fluid is
much larger than the one predicted by the perfect gas ap-
proach.

V. CONCLUSIONS

We have presented an analytical and computational study
of the steady dynamics of a traveling chemical wave front in
a van der Waals fluid undergoing an exothermic, autocata-
Iytic reaction of the Fisher-Kolmogorov-Petrovsky-Piskunov
type. Contrary to usual combustion ignition processes, the
initial nonuniformity of the reactive medium has been mod-
eled by a step in species concentration. Similarly to what was
done for a perfect gas in references [14,15], a forbidden in-
terval of stationary wave front speeds has been shown to
exist for nonideal fluids. A bifurcation between different
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combustion modes (between sub/supersonic diffusion flames
and Chapman-Jouguet detonation waves) has likewise been
revealed. Numerical results have been compared to analytical
calculations so as to assess the modifications due to the van
der Waals parameters, for low and high fluid densities. The
shape of the forbidden domain is not sensitively deformed
but it is shifted toward smaller wave front speeds at low
densities and toward larger speeds at high densities. In par-
ticular, the speed of a Chapman-Jouguet detonation wave in
a dense, van der Waals fluid is much higher than for a perfect
gas. The bifurcation between a diffusion flame and a
Chapman-Jouguet detonation wave reported here is not to be
confused with the deflagration to detonation transition
(DDT) [48-50]. The latter is observed in the course of time
whereas the bifurcation occurs when the heat release is var-
ied and reaches a critical value Q.. However, DDT could be
further investigated in the framework of our model, for an
appropriate choice of the activation energy and heat release.
We expect a non trivial relaxation toward the Chapman-
Jouguet propagation speed for a sufficiently high activation
energy and a heat release slightly larger than the critical
value Q.. In addition, it could be valuable to extend the
macroscopic description presented here by a microscopic ap-
proach including the description of the fluctuations in the
vicinity of the bifurcation.

This study focused on van der Waals fluids but can be
readily extended to an equation of state describing other non-
ideal fluids, provided the transport coefficients are known.
Even if it was restricted to the gaseous state of matter, the
procedure of obtaining the forbidden interval is general and
can be extended in both liquid and solid phases.
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